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(57) ABSTRACT

An embodiment of an image enhancement method is intro-
duced for use in an electronic device. An image composed
of a plurality of pixel values is first received, and each pixel
therein is separated into two channels. The image is further
divided into a plurality of blocks. A distribution of a selected
channel is determined for each block, which is selected from
the two channels. For each pixel, the pixel value of the
selected channel is adjusted according to at least one distri-
bution corresponding to at least one neighboring block. For
each pixel, the pixel value of the other channel is adjusted
according to the adjusted pixel value of the selected channel.
As a result, the adjusted image is provided.

8 Claims, 5 Drawing Sheets
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1
IMAGE ENHANCEMENT METHODS AND
SYSTEMS USING THE SAME

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/704,267 filed on Sep. 21, 2012, the
entirety of which is incorporated by reference herein.

BACKGROUND

1. Technical Field

The present invention relates to image enhancement
methods and systems using the same, and in particular, it
relates to methods for improving image quality by adjusting
luminance and chrominance values when an image is cap-
tured under bad conditions.

2. Description of the Related Art

There are many detrimental situations that the photogra-
pher encounters and are difficult to control when taking
photos, resulting in poor-quality images. For example, tak-
ing photographs where the light is behind the subject (also
called backlight condition) causes the edges of the subjects,
such as people, to glow, while the other areas of the subjects
remain darker. Or, shooting the subject standing in insuffi-
cient light (also called low-light condition) causes the sub-
ject of the captured images to look darker. When the lighting
conditions are bad, the images captured by digital cameras
may not be satisfactory. Accordingly, there is a need for an
image processing method to improve image quality when
the images are captured under the aforementioned bad
conditions.

BRIEF SUMMARY

In the embodiments of the invention, image quality is
enhanced by compensating luminance values to certain
image portions that might be too dark. For each pixel within
the image, the luminance value is adjusted with reference to
neighboring blocks. Subsequently, a chrominance adjust-
ment for each pixel is performed according to the luminance
compensation results. Therefore, the image sharpness and
contrast may be improved.

An embodiment of an image enhancement method is
introduced for use in an electronic device. An image com-
posed of a plurality of pixel values is first received, and each
pixel therein is separated into two channels. The image is
further divided into a plurality of blocks. A distribution of a
selected channel is determined for each block, which is
selected from the two channels. For each pixel, the pixel
value of the selected channel is adjusted according to at least
one distribution corresponding to at least one neighboring
block. For each pixel, the pixel value of the other channel is
adjusted according to the adjusted pixel value of the selected
channel. As a result, the adjusted image is provided.

An embodiment of an image enhancement method is
introduced for use in an electronic device. An image is first
received. A plurality of pixel values within the image are
separated into a plurality of luminance values and a plurality
of chrominance values. A block-based adjustment is per-
formed on the luminance values, where the image is divided
into a plurality of blocks. An adjustment on the chrominance
values is performed according to the results of luminance
value adjustment. As a result, the adjusted image is dis-
played on a display unit.
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An embodiment of an image processing system config-
ured in an electronic device is introduced. A block determi-
nation unit herein is configured to determine a representative
luminance value for each block of an image and assign a
luminance profile to each block according to the represen-
tative luminance value. An adjustment unit herein is coupled
to the block determination unit and configured to receive the
luminance profile assignment to each block and, for each
pixel of the image, determine at least one neighboring block
for the pixel, determine a distance from the pixel to each
neighboring block, and adjust each luminance value of the
image according to at least one luminance profile of the
neighboring block and at least one distance.

A detailed description is given in the following embodi-
ments with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention can be fully understood by reading
the subsequent detailed description and examples with ref-
erences made to the accompanying drawings, wherein:

FIG. 1 is a flowchart illustrating an image enhancement
method according to an embodiment of the invention;

FIG. 2 illustrates an image processing system for image
enhancement according to an embodiment of the invention;

FIG. 3 is a flowchart illustrating an image enhancement
method according to an embodiment of the invention;

FIG. 4 is a schematic diagram illustrating an exemplary
block division;

FIG. 5 shows exemplary luminance profiles;

FIGS. 6 and 7 illustrate exemplary luminance adjustments
to three types of pixels.

DETAILED DESCRIPTION

The following description is of the best-contemplated
mode of carrying out the invention. This description is made
for the purpose of illustrating the general principles of the
invention and should not be taken in a limiting sense. The
scope of the invention is best determined by reference to the
appended claims.

The present invention will be described with respect to
particular embodiments and with reference to certain draw-
ings, but the invention is not limited thereto and is only
limited by the claims. It will be further understood that the
terms “comprises,” “comprising,” “includes” and/or
“including,” when used herein, specify the presence of
stated features, integers, steps, operations, elements, and/or
components, but do not preclude the presence or addition of
one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

FIG. 1 is a flowchart illustrating an image enhancement
method according to an embodiment of the invention. An
image is first received, which may be of any image format
(step S110). In the case that the received image is not in the
format representing luminance and chrominance, the image
needs further conversion. Typically, the image captured by
an image sensor of a camera module is of the RGB format,
and is converted into a luminance-chrominance format (step
S120). For example, the image may be converted from the
RGB format into the HSV or YUV format. HSV stands for
“hue”, “saturation”, and “value”, and is a cylindrical-coor-
dinate representation of points in an RGB color model. In
the cylinder, the angle around the central vertical axis
corresponds to “hue”, the distance from the axis corresponds
to “saturation”, and the distance along the axis corresponds
to “value”. V may be directly considered as a luminance
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channel while HS may be considered as chrominance chan-
nels. Alternatively, the HSV channels may require additional
conversion to luminance and chrominance channels. The
YUYV format defines a color space in terms of one luminance
(Y) and two chrominance (UV) channels, and is created
from the RGB color model. Since the conversion between
RGB and HSV or YUV is known to those skilled in the art,
it is omitted hereinafter for brevity. Then, the image is
divided into a plurality of blocks (MxN), each block may
comprise KxL pixels (step S130). For example, suppose that
an image consists of 1280x1024 pixels, the image may be
divided into 80x64 blocks as each block contains 16x16
pixels. For each block, a corresponding luminance profile is
determined (step S140). The luminance profile is used to
adjust the luminance values of pixels in the designated
block. Each block may correspond to a different luminance
profile, leading to the luminance adjustments being per-
formed independently. Conventionally, the luminance
adjustment is performed for the whole image. However,
when taking backlight photos, some portions of the captured
image may be under-exposed while others may be over-
exposed. The conventional overall adjustment oftentimes
yields worse image quality, for example, when some regions
of the adjusted image look too bright or too dark. It is
advantageous to perform the block-based luminance adjust-
ment, because the luminance of the under-exposed portions
can be improved while the over-exposed portions can be
maintained or suppressed. The luminance profile is used to
map the original luminance value to a new luminance value.
This mapping may be achieved by a predefined mapping
table or mathematic function. If a representative luminance
value of a block is relatively low, a luminance profile may
be selected to increase its brightness. If a representative
luminance value of a block is relatively high, another
luminance profile may be selected to decrease its brightness.
Once the luminance profile of each block is determined, the
luminance value of each pixel within the image may be
adjusted according to one or more determined luminance
profiles and the distance(s) from the pixel to the represen-
tative position(s) of the neighboring block(s) (step S150),
in which the pixel is resident in one of the neighboring
block(s). The representative positions may be the centers of
the blocks. Since the differences among representative lumi-
nance values of neighboring blocks may be big, simply
applying a single luminance profile to all pixels within one
block may lead to unsmooth luminance distribution across
blocks and cause the adjusted image to look unnatural.
Therefore the luminance adjustment for each pixel not only
refers to the luminance profile of the block that the pixel is
resident in, but also, if required, the luminance profile(s) of
the other neighboring block(s). Specifically, the neighboring
block(s) is/are first determined for each pixel. One or more
luminance values are obtained according to luminance pro-
file(s) for the determined block(s). In an example, a final
luminance value for the pixel is produced by a weighted sum
of the obtained luminance values, wherein the weights are
calculated according to the distance(s) from the pixel to the
determined block(s). In another example, a final luminance
value may be calculated by averaging the obtained lumi-
nance values without considering the distance(s) therebe-
tween. The above calculations for a final luminance value
are not exhaustive, and it would be understood that other
algorithms can be applied thereto. After the luminance
adjustment is done, a chrominance value of each pixel
within the received image may be adjusted according to the
resulting luminance variance (step S160). The resulting
luminance variance may be obtained by subtracting the final
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luminance value from the original luminance value. In an
example, the chrominance value may be adjusted according
to the ratio of the final luminance value to the original
luminance value, so that the chrominance adjustment may
follow the same proportion of the luminance adjustment. In
another example, the chrominance value may be adjusted
according to the ratio of the final luminance value to the
original luminance value, and a scaling factor as well. The
scaling factor may be used to enhance the color. And in the
final step, the new luminance value and chrominance value
may be applied to pixels within the image.

Please refer to FIG. 2 illustrating an image processing
system for image enhancement according to an embodiment
of the invention. The image processing system 20 comprises
at least an analysis unit 210, a block determination unit 220,
and an adjustment unit 240. The analysis unit 210 is con-
figured to receive an image 200, convert each pixel value
thereof into luminance and chrominance channels, and cal-
culate a luminance distribution within the received image.
Luminance values may be further separated into high fre-
quency components and low frequency components. The
low frequency components are low-pass values of the lumi-
nance channel, while the high frequency components may
carry noise or detailed information. For example, the high
frequency components may be the AC coeflicients while the
low frequency components may be the DC coefficients. The
aforementioned separation into two components may be
achieved by a low pass filter. The low frequency components
are sent to the block determination unit 220. The analysis
unit 210 may further calculate a luminance histogram for the
image 200 and determine whether the image 200 needs to be
enhanced according to the luminance histogram. The lumi-
nance histogram is a luminance distribution of the image
200 and provides a general appearance description of the
image 200. For example, it is determined that the image 200
needs to be enhanced when a large portion of the luminance
values lies on the dark side or the bright side, or the
luminance distribution shows extreme peaks in certain pre-
defined ranges. It is to be understood that determination
accuracy may be improved since the analysis uses the low
frequency components, which are less influenced by noise
than the high frequency components. In response to the
determination suggesting that no enhancement is needed, the
analysis unit 210 may terminate the process; otherwise, the
image 200 is sent to the block determination unit 220.

The block determination unit 220 may divide the image
200 into a plurality of blocks, for example, MxN blocks. The
block determination unit 220 determines a representative
luminance value corresponding to each of the MxN blocks.
In an example, the representative luminance value may be
calculated by averaging the low frequency components
within the block. In another example, the representative
luminance value may be the median value of all low
frequency components within the block, which separates the
higher half of the low frequency components from the lower
half. In still another example, the representative luminance
value may be the mode value of all low frequency compo-
nents within the block, which has the highest pixel count. In
other examples the representative luminance value can be
calculated by averaging the luminance values within the
block without separating into low frequency and high fre-
quency components. The above examples are not exhaus-
tive, and it will be understood that other mathematical
calculations can be employed to determine representative
luminance values for the divided blocks. The block deter-
mination unit 220 may select a relevant luminance profile
230 for each block according to its representative luminance
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value. The luminance profile may be implemented by a
look-up table and stored in a memory unit. The luminance
profile comprises mappings between luminance values and
is utilized to map original luminance values of block pixels
to new ones. After the luminance profile for each block is
determined, the block determination unit 220 may send
representative luminance values each along with an identi-
fier indicating one luminance profile to the adjustment unit
240. And then, the adjustment unit 240 may adjust lumi-
nance and chrominance values pixel by pixel within the
image. For each pixel, the luminance value is first adjusted
according to the luminance profiles of the neighboring
blocks and weighting factors corresponding to the
distance(s) from the pixel to the representative position(s) of
the neighboring block(s), in which the pixel is resident in
one of the neighboring block(s). The representative posi-
tions may be the centers of the blocks. The exemplary
adjustment details may refer to the description of the afore-
mentioned step S150 and are omitted herein for brevity. In
some embodiments, the above adjustment is applied to low
frequency components first, and then, adds high frequency
components back to produce final luminance values. Once
the adjustment of the luminance values is completed,
chrominance values may be adjusted according to the result-
ing luminance variance. The exemplary adjustment details
may refer to the description of the aforementioned step S160
and are omitted herein for brevity.

In another embodiment of the invention, the analysis unit
210 may also perform additional processing on the image. A
saturation map comprising saturation values of the image is
calculated and normalized into values between 0 and 1. The
saturation map can be sent to the adjustment unit 240 for
adjusting the luminance values of the image. In this embodi-
ment, the final luminance value for each pixel is calculated
by using the saturation value as weight for combining the
original luminance value and the adjusted luminance value
generated by block partition. Denote the original luminance
value as P and the luminance value adjusted by block
partition as P', the final luminance value P" is PxP+(1-
P)xP', where P is the saturation value. P' is generated by
separating P into high frequency and low frequency com-
ponents and adjusting the low frequency component as
described above. The high frequency component is added
back to the adjusted low frequency component to form the
final P'. The chrominance value is adjusted according to the
luminance variance of P and P".

Finally, the adjustment unit 240 applies the new lumi-
nance and chrominance values to pixels and accordingly
generates the resulting image 250. The resulting image 250
may be stored in a storage unit, such as a memory card, a
mass storage device, a hard drive, or others, or displayed on
a display unit (not shown). In an example, the resulting
image may maintain the luminance-chrominance format,
such as the HSV, the YUV format, or others. In another
example, the final luminance and chrominance values may
be converted into another format for storage, such as the
RGB format, or others. Please note that the intermediate
luminance and chrominance values may be temporarily
stored in a storage unit for use by the units 210, 220 and 240,
and be cleared upon the process completes. Please also note
that the low frequency components and high frequency
components may also be stored separately. The original
image may be reserved as a copy or be overwritten with new
luminance and chrominance values. The above-described
units 210, 220 and 240 can be implemented in any of
numerous ways. For example, they may be implemented
using hardware, software or a combination thereof. It should
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be appreciated that any component or collection of compo-
nents that perform the functions described above/hereinafter
can be generically considered as one or more controllers that
control the above/hereinafter discussed function. The one or
more controllers can be implemented in numerous ways,
such as with dedicated hardware, or with general-purpose
hardware (e.g., one or more processor) that is programmed
using microcode or software to perform the functions recited
above/hereinafter. The above-described units 210, 220 and
240 may be incorporated in an enclosure to form an elec-
tronic device, such as a digital camera, a video recorder, a
mobile phone, a notebook computer, a desktop computer, or
others.

FIG. 3 is a flowchart illustrating an image enhancement
method according to an embodiment of the invention, which
may be implemented in the system of FIG. 2. An image is
received first (step S310), for example, from an image
capture unit (e.g. a camera) or a storage unit (e.g. a memory,
a hard drive, a mass storage, a website, etc.). Pixel values
within the received image are separated into at least two
channels, for example a luminance channel and at least one
chrominance channel (step S320). The detailed separation
into the luminance and chrominance channels may refer to
the description of step S120, and is omitted herein for
brevity. Then a luminance distribution of the image is
calculated (step S330). The process then determines whether
the image needs to be enhanced according to the luminance
distribution (step S340). For example, a luminance histo-
gram may be generated to represent the luminance distribu-
tion, and the determination may be made when the lumi-
nance histogram meets certain conditions. Specifically, the
image needs to be enhanced when the luminance histogram
suggests the backlight condition or the low light condition.
When the image needs to be enhanced, the luminance
channel for each pixel value may be further separated into a
low frequency component and a high frequency component
(step S350). Details of the separation of the low and high
frequency components may refer to the above description of
the analysis unit 210, and are omitted herein for brevity.
However, in other embodiments of the invention, the lumi-
nance channel needs not be separated into two components.
In these embodiments, step S350 can be skipped. Then, the
image is divided into a plurality of blocks (step S360). FIG.
4 is a schematic diagram illustrating an exemplary block
division, where the image is divided into at least blocks 410,
420, 430 and 440. A representative luminance value may be
obtained by averaging the low frequency components of all
pixels within each block. In embodiments that luminance
channel is not separated, the representative luminance value
may be obtained by averaging the luminance values of all
pixels within each block. A relevant luminance profile is
assigned to each block according to the representative
luminance value of the block (step S370). The luminance
profile may be implemented in a look-up table, a mathemati-
cal function, or others, to map a luminance value within the
block 410, 420, 430 or 440 to a new one. FIG. 5 shows
exemplary luminance profiles. For example, the luminance
profile 510 is assigned when the representative luminance
value of a block is lower than a first threshold, indicating that
the block is under-exposed, while the luminance 520 or 530
is assigned when the representative luminance value of a
block is higher than a second threshold, indicating that the
block is over-exposed. It can be observed through FIG. 5§
that, given the same luminance value x,, the mapped lumi-
nance value y, with the luminance profile 510 is higher than
the mapped luminance value y, or y; with the luminance
profile 520 or 530. Therefore, although two pixels have the
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same luminance value, different luminance values are
mapped when the applied luminance profiles are different.

After the luminance profile corresponding to each block is
determined, luminance values of the pixels are adjusted
according to the luminance profile(s) and the distance(s)
from the pixel to the representative position(s) of the neigh-
boring block(s). FIGS. 6 and 7 illustrate exemplary lumi-
nance adjustments to three types of pixels. Assume that the
blocks 410 to 440 are four blocks of the upper-left corner of
the received image, a luminance profile is applied to each of
which according to a representative luminance value
thereof. Calculation details of the representative luminance
values may refer to the aforementioned description of the
block determination unit 220, and are omitted herein for
brevity. For each pixel, the distance to the center of a
neighboring block, denoted as C1, C2, C3 or C4, is calcu-
lated. The distances are served as weighting factors. As can
be observed, one pixel may be surrounded by up to four
centers of neighboring blocks. When pixels are near the
edge(s) of the image, for example, edge(s) 451 or/and 452 of
FIGS. 6 and 7, the pixel may be surrounded by one or two
centers of neighboring blocks. The neighboring block for
one pixel means that the distance between the pixel and its
representative position (e.g. its center) is less than the
maximum slant distance of one block. With reference made
to FIG. 6, the pixel 610 is positioned in the upper-left corner
of the image and only refers to the center C1, therefore, the
distance from 610 to C1 is denoted as dj. The pixel 610 may
be referred to as a corner pixel. It is to be understood that the
distance may be normalized, such that the distance from any
pixel to any center of a neighboring block falls within a
range from O to 1. For example, a maximum slant distance
of 22.7 pixels is given for a 16x16 pixel block, the distance
dj is about 0.5 (11.3/22.7) when the pixel 610 is away from
the center C1 by 11.3 pixels. The low frequency component
of the pixel 610 is calculated as follows:

PiL'=djxF(B1, PJL) &

where B1 denotes the luminance profile of the block 410 and
F(B1, PjL) denotes a mapping function to obtain a new
luminance value by mapping the original luminance value
PjL of the pixel 610 according to the luminance profile B1.

Another type as shown in FIG. 6 is the luminance
adjustment to an edge pixel, such as the pixel 620 or 630.
The distances from the edge pixel 630 to the centers C1 and
C3 are denoted as dl1 and dI3, respectively. The distances
from the edge pixel 620 to the centers C1 and C2 are denoted
as dk1 and dk2, respectively. The low frequency component
of the pixel 630 is calculated as follows:

PIL'=dI\xF(B1, PIL)+dI3xF (B3, PIL) )

where B1 and B3 denote the luminance profiles of the blocks
410 and 430, respectively, and F(B1, PIL) and F(B3, PIL)
denote mapping functions to obtain new luminance values
by mapping the original luminance value PIL of the pixel
630 according to the luminance profiles B1 and B3, respec-
tively. The low frequency component of the pixel 620 is
calculated as follows:

PkL'=dkIxF(B1, PKL)+dk2xF(B2, PkL) 3)

where B1 and B2 denote the luminance profiles of the blocks
410 and 420, respectively, and F(B1, PkL) and F(B2, PkL)
denote mapping functions to obtain a new luminance value
by mapping the original luminance value PkL of the pixel
620 according to the luminance profiles B1 and B2, respec-
tively.
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The other type as shown in FIG. 7 is the luminance
adjustment to an intermediate pixel, such as 710, which is
surrounded by four centers C1 to C4 of blocks 410 to 440.
The horizontal distance from the pixel 710 to the center C1
of the block 410 or the center C3 of the block 430 is dl.
Since the distances are normalized as described above, the
horizontal distance from the pixel 710 to the center C2 of the
block 420 or the center C4 of the block 440 is (1-d1). The
vertical distance from the pixel 710 to the center C1 of the
block 410 or the center C2 of the block 420 is d2. The
vertical distance from the pixel 710 to the center C3 of the
block 430 or the center C4 of the block 440 is (1-d2). The
low frequency component of the pixel 710 is calculated as
follows:

PiL'=d1xd2xF(B1, PiL)+d2x(1-d1)xF(B2, PiL)}+d1x

(1-d2)xF(B3, PiIL)+(1-d1)(1-d2)xF(B4, PiL) (4)
where B4 denotes the luminance profile of the block 440,
and F(B1, PiL), F(B2, PiL), F(B3, PiL), and F(B4, PiL)
denote mapping functions to obtain new luminance values
by mapping the original luminance value PiL. of the pixel Pi
according to the luminance profiles B1, B2, B3 and B4,
respectively.

It can be observed by the exemplary equations (1) to (3)
with reference made to FIG. 6 that the luminance adjustment
to any corner or edge pixel affected by one neighboring
block is weighted by one distance to the center of the
neighboring block, also called one-dimensional weighting.
With reference made to the exemplary equation (4) and FIG.
7, the luminance adjustment to any intermediate pixel
affected by one neighboring block is weighted by two
distances to two centers of the neighboring blocks, also
called two-dimensional weighting. Although the weighting
factors as shown in the equations (2) to (4) are represented
by vertical or horizontal offsets between the candidate pixels
and the centers of the neighboring blocks, it is understood
that alternative calculations are feasible, such as normalized
distances from candidate pixels straight to the centers of
neighboring blocks.

After the low frequency components are adjusted, the
high frequency components are added back to reserve sig-
nificant characteristics carried therein. The final luminance
value of the pixel 710, for example, is calculated as follows:

Pi'=PiL+PiH (5-1)

where Pil' denotes the adjusted low frequency component,
and PiH denotes the original high frequency component.

In another embodiment of the invention, the luminance
value is further adjusted with reference to the saturation
value. The saturation value Py is utilized for weighting the
original luminance value and the adjusted luminance value.
The final luminance value is calculates as follows:

Pi'=PsxPi+(1-Ps)x(PiL +PiH) (5-2)

Next, the chrominance value of each pixel is adjusted
according to the adjustment results of the corresponding
luminance value (step S390). The final chrominance value of
the pixel 710, for example, is calculated as follow:

PiC'=CxSxPiC (6

C=1+(Pi"-Pi)/Pi 7
where PiC denotes the original chrominance value of the
pixel 710, S is a constant, which is a predefined saturation
factor configured by system or user, C suggests a contrast
factor determined according to the luminance variance, and
Pi denotes the original luminance value of the pixel 710.
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The saturation factor may be determined according to a
saturation map of the chrominance values. Although the
saturation factor is predefined as shown in the exemplary
equation (6), it is understood that alternative embodiments
are contemplated, such as dynamically changed in response
to some other processing results. Besides, the contrast factor
may be calculated by a similar but different equation without
departing from the spirit of the invention.

Accompanying with the image processing system as
shown in FIG. 2, it is to be understood that steps S310 to
S340 may be performed in the analysis unit 210, the steps
S350 to S370 may be performed in the block determination
unit 220, and the steps S380 to S390 may be performed in
the adjustment unit 240.

While the invention has been described by way of
example and in terms of the preferred embodiments, it is to
be understood that the invention is not limited to the
disclosed embodiments. To the contrary, it is intended to
cover various modifications and similar arrangements (as
would be apparent to those skilled in the art). Therefore, the
scope of the appended claims should be accorded the
broadest interpretation so as to encompass all such modifi-
cations and similar arrangements.

What is claimed is:

1. An image processing system implemented for process-
ing an image in an electronic device, comprising:

a general-purpose processor that is programmed using
microcode or software to partition the image into a
plurality of blocks, determine a representative lumi-
nance value for each block of the image and assign one
of plurality luminance profiles for each block according
to the representative luminance value, wherein at least
two blocks of the plurality of blocks correspond to
different luminance profiles respectively; and

receive the luminance profile assignment to each block,
and, for each pixel of the image, determine at least one
neighboring block for the pixel, determine a distance
from the pixel to the neighboring block, and adjust a
luminance value of each pixel of the image according
to at least one luminance profile of the neighboring
block and the distance.

2. The image processing system of claim 1, wherein the
luminance profile is used to map one of the luminance values
10 a new one.

3. The image processing system of claim 1, wherein the
general-purpose processor that is programmed using micro-
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code or software further adjusts a chrominance value of each
pixel of the image according to the adjustment results on the
corresponding luminance value.

4. The image processing system of claim 3, wherein the
general-purpose processor that is programmed using micro-
code or software adjusts the chrominance value using equa-
tions as follows:

PiC'=CxSxPiC;
and

C=1+(Pi"-Pi)/Pi,

where PiC denotes original chrominance value, S is a
constant, which is a predefined saturation factor, Pi
denotes an original luminance value corresponding to
the chrominance value, and Pi' denotes adjusted lumi-
nance value corresponding to the chrominance value.

5. The image processing system of claim 1, wherein the

general-purpose processor that is programmed using micro-
code or software adjusts the luminance value of each pixel
using an equation as follows:

PI'=S,_"dixF(Bi, Fl),

where n denotes a total number of the neighboring blocks
for the luminance value, di denotes a distance from the
pixel to the center of the (i)-th neighboring block Bi,
and F(Bi, Pi) denotes a mapping function to map an
original luminance Pl according to the luminance pro-
file assigned to the (i)-th neighboring block Bi.

6. The image processing system of claim 5, wherein the
general-purpose processor that is programmed using micro-
code or software further adjusts the luminance value of each
pixel by calculating weighted sum of the adjusted luminance
value and the original luminance value according to a
saturation value corresponding to the pixel.

7. The image processing system of claim 1, wherein the
general-purpose processor that is programmed using micro-
code or software determines whether the image needs to be
enhanced according to a luminance distribution of the
image, and if so, activate the block determination unit.

8. The image processing system of claim 7, wherein the
luminance distribution is generated from a plurality of low
frequency components of the luminance values.
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